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4Hadoop for Everyone
Big Data was once the preserve of 
giant enterprise corporations, but 
mid-sized and even small companies 
are now extracting meaning from 
their data with Apache Hadoop.

13HPC with Hadoop
Tools and techniques developed for the 

high-performance computing industry 

find new relevance in the era of 

Hadoop and Big Data.

17New Hadoop
Hadoop 2 expands beyond 

MapReduce and opens the door to 

MPI applications operating on large 

parallel data stores.

21Data in the Cloud
Rackspace Data Technology Chief 

Kenny Gorman talks about how the 

company is addressing Hadoop and the 

next generation of data service.

The data revolution is all about 
opportunity. A new generation 
of systems collect and store data 
from online order forms, cash 
register transactions, help desk 
calls, and more. What happens 
then? Big Data experts look inside 
that data to search for trends and 
discover important information. 
If your organization competes in 
the global market today, and you 
want to keep up with the competi-
tion, you’d better get started with 
exploring and deploying the tools 
for Big Data.
One of the best and most promis-
ing tools of the Big Data age is 

Apache Hadoop, an open source 
implementation of the MapReduce 
framework designed for managing 
massive amounts of data on high-
performance computer cluster. 
This special edition helps you get 
started with Hadoop and offers 
some insights on how to integrate 
the promise of Big Data into your 
own computing environment.

 Practical Hadoop

Joe Casad
Editor in Chief
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Every company, from a small on-
line store to a multinational group, 
collects detailed data about daily 
events. The events range from 
purchase transactions, through the 
effect of marketing initiatives, to 
the company’s social media activi-
ties. This huge volume of unstruc-
tured data – big data – promises 
to deliver valuable insights and 
abundant material for decision 
making. If you want to benefit 
from this information, you have to 
face the challenge of big data.

SQL, NoSQL, Hadoop

Conventional big data solutions 
still lug around the legacy of an 

ecosystem built around a data-
base – whether SQL or NoSQL. 
Astronomical licensing costs take 
them virtually out of the reach of 
medium-sized enterprises, espe-
cially if high-availability features 
are desired.
The biggest bottleneck in these 
solutions is often the database, 
because it typically will only scale 
beyond the boundaries of indi-
vidual servers with considerable 
administrative overhead. Conven-
tional data analysis methods and 
relational databases can reach 
their limits. Even some cloud solu-
tions do not scale without manda-
tory downtime. One possible way 
out of this dilemma is Hadoop [1].

Apache Hadoop is a framework 
for distributed processing of, in 
particular, unstructured data on 
computer clusters. Hadoop makes 
it possible to run computational 
processes at low cost, whether 
on-premises on commodity hard-
ware, at a data center, or in the 
virtualized environment of a cloud 
service provider.

Hadoop Features

Access to an ordinary relational 
database relies on queries in 
one of the many dialects of SQL 
(Structured Query Language). If 
you need to access non-relational 
databases, other languages be-

Hadoop 2.x and its associated tools promise to deliver big data solutions, not just to the IT-heavy big 
players, but to anyone with unstructured data and the need for multidimensional data analysis.  
By Anna Kobylinska and Filipe Martins
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sides SQL are possible (hence 
the term NoSQL). Hadoop does 
not fall into these two categories, 
because it simply does not use a 
database; it is this distinction that 
lends Hadoop its flexibility and 
robustness.
Hadoop consists of two basic 
components: the Hadoop Distrib-
uted Filesystem (HDFS) and a 
distributed, modularized data pro-
cessing framework: Hadoop uses 
MapReduce 1.x, whereas Hadoop 
2.x relies on either MapReduce or 
its successor YARN [2] (discussed 
later).
The role of HDFS is to provide 
the most efficient, fastest possible 
fail-safe storage of data. HDFS is 
not a “clusterized” filesystem but 
a distributed filesystem: It runs on 
multiple nodes in a network – but 
without an expensive SAN solu-
tion. HDFS is therefore very cost 
efficient.
The data processing framework 
talks to the filesystem, which 

manages the resources and moni-
tors the execution of the com-
mands sent by a Hadoop-compati-
ble application on the framework. 
These commands form jobs, and 
jobs are implemented as individ-
ual, tiny Java applications.
Thanks to this architecture, work-
loads can be spread across mul-
tiple nodes of a computer cluster, 
and the cluster itself can be 
reconfigured even while perform-
ing jobs. This approach results in 
several important advantages. For 
example, Hadoop scores points 
with its ability to scale as needed, 
without downtime. This elasticity 
is useful not only if the amount 
of data sharply increases or de-
creases, but also if deadlines make 
temporary provisioning of ad-
ditional computational resources 
desirable.
As the load on the active nodes 
increases, additional nodes can be 
started automatically, for example, 
Amazon API AWS autoscaling. In 

this case, the cloud uses Cloud-
Watch to monitor the load on the 
individual instances. Once the 
conditions set by the administra-
tor are met, AWS automatically 
launches new server instances 
that are integrated into the Ha-
doop cluster, registered with the 
resource manager, and then finally 
able to take on jobs.
Hadoop also works in a very 
resource-friendly way; instead of 
copying large amounts of data 
back and forth across the net-
work between different nodes, as 
is the case with many relational 
database management systems, it 
sends comparatively small instruc-
tions exactly to where the required 
data already exists. In a database 
running on multiple servers, the 
data typically is stored separately 
from the software logic and on 
different instances. In contrast, in 
a Hadoop cluster, both data and 
the data processing logic exist on 
each machine. This setup means 
that the framework can run indi-
vidual jobs very efficiently: on the 
instance holding the required data 
in each case. The redundancy 
resulting from distributed data 
processing also improves the ro-
bustness of the cluster.
A variety of free and commercial 
tools exist to enhance Hadoop 
with additional capabilities. For 
example, with the Apache Hive 
open source application, you can 
convert SQL queries into MapRe-
duce jobs and address Hadoop as 
a (distributed!) SQL database.

Highly Sought Skills

If you follow developments in the 
US IT job market as a benchmark 
for future trends, you will find 
that the need for Hadoop skills is 
skyrocketing (Figure 1). This is 
little wonder, because the frame-
work has many practical applica-Figure 1: Trends in the US labor market promise Hadoop-savvy IT professionals a bright future.
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tions. In Germany, too, job offers 
relating to big data with Hadoop 
are on the increase. For example, 
recruiter Hays AG is looking for 
Java developers, software archi-
tects, and system administrators 
with Apache Hadoop skills for 
different locations throughout 
Germany. JobLeads GmbH tried to 
recruit nearly a hundred Hadoop-
savvy IT professionals in the same 
period on behalf of unspecified 
customers.
According to a study by IDC, the 
worldwide market for Hadoop 
has an annual growth rate of 60 
percent. However, the same study 
also stated that this rate of growth 
is limited almost exclusively to 
the use of Hadoop as elastic and 
cheap distributed mass storage.
Although Hadoop is a world 
leader in the field of data analysis, 
it is precisely this functionality 
that often seems to lie fallow in 
practical applications. Hadoop 
users with lower development 
capacities understandably tend to 
keep their growing datasets on the 
low-cost HDFS and use external, 
but less powerful solutions to 
handle data analysis. The reason 
for this is obvious: MapReduce in 
Hadoop 1.x is perceived by many 
as too complicated and not suffi-
ciently flexible. Hadoop 2.x seeks 
to remedy the situation and help 
achieve wider dissemination of 
the powerful big data framework.

Applications and 
Examples
Practical applications of Hadoop 
are very diverse. They include: 
analyzing web clickstream data to 
optimize conversion rates, evalu-
ating sensor data of machinery 
for the optimization of production 
processes, analyzing server log-
files for improved security, making 
forecasts on the basis of geoloca-

tion data, data mining of social 
media activities for a better under-
standing of the target audience, 
statistical processing of search 
indexes and RFID data – the list 
never ends.
Banks and insurance companies 
use applications based on Hadoop 
to rate clients on the basis of their 
financial history using pattern rec-
ognition algorithms. This approach 
helps financial institutions put a 
stop to credit card abuse, among 
other things, and better assess the 
creditworthiness of their customers 
in the scope of risk management.
In e-commerce and online and 
mobile advertising, Hadoop is 
used to compute product recom-
mendations. The behavior of a 
visitor in your own webshop and 
on social media serves as the ba-
sis for exploring the visitor’s pref-
erences. Data centers, telcos, and 
web hosting providers use Ha-
doop-based solutions to identify 
bottlenecks or errors in networks 
at an early stage by evaluating 
network traffic statistics. Another 
example is algorithms for analyz-
ing the meaning of text messages. 
Some e-commerce providers and 
telecommunications service pro-
viders use this technique to evalu-
ate customer requests.
Solutions based on Hadoop also 
let you combine several different 
data sources and thus create mul-
tidimensional analyses.
One of the pioneers in the use of 
Hadoop for multidimensional data 
analysis is the gaming industry. 
After all, casinos are particularly 
vulnerable: Fraud occurs, and they 
can lose a lot of money in a few 
minutes. Analytics solutions for 
big data have proven their value 
in fraud detection and in explor-
ing the target audience. Thanks 
to big data, casino operators can 
create granular customer profiles. 
The Flamingo Hotel of Caesars 

Entertainment in Las Vegas alone 
employs 200 big data analysts. 
Specialized analytics solutions for 
the gaming industry, such as Kog-
nitio [3], are based on Hadoop.
Game chips, customer loyalty 
cards, and even liquor bottles in 
bars like Aria Hotel and Casino 
are equipped with RFID tags. This 
technology makes it possible to 
track activities in real time. Casi-
nos consistently analyze all these 
acquired values as finely granular 
data. “Casinos employ the most 
talented cryptographers, computer 
security experts and game theo-
rists” says John Pironti, the chief 
information risk strategist with 
data protection specialists Archer 
Technologies [4].
Security technologies such as 
video surveillance or RFID track-
ing produce huge amounts of 
data. Relevant data are never 
discarded because they are just 
too valuable, and this is where 
Hadoop enters the game – as a 
distributed filesystem. While casi-
nos are experimenting with these 
innovations, companies in other 
industries are trying to apply their 
experiences to their own business.
On the basis of Hadoop, tailor-
made solutions can be pro-
grammed to manage data assets 
more efficiently. An example of 
this is Red Bull Media House 
GmbH’s Media Asset Management 
(Figure 2). Germany’s ADACOR 
Hosting GmbH from Essen tested 
multiple solutions for media asset 
management on behalf of the Aus-
trian company. The task was to 
create a central repository of con-
tent, such as video clips, photos 
and audio files, in various formats 
and at various quality levels so 
that customers could quickly and 
easily access this data at any time 
from anywhere.
The requirements included elastic 
scalability without maintenance 
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windows, minimal downtime for 
hardware glitches, data replica-
tion, fast data delivery, ease of 
management, and a better cost-
benefit ratio than standard solu-
tions such as EMC storage could 
offer. The shortlist included, 
among other options, NFS, Glus-
terFS, Lustre, Openfiler, Cloud-
Store, and finally HDFS.
As an initial approach, NFS was 
investigated as a very popular, 
stable, and proven filesystem 
in the Unix world. NFS disap-
pointed ADACOR with its poor 
performance and lack of features, 
such as data replication. The re-
sulting application would have 
had to handle distributed storage 
management itself. The overhead 
would have been just too great.
The second candidate under the 
microscope was GlusterFS. ADA-

COR Hosting GmbH already had 
some good experience with this 
filesystem in a different context, 
especially in terms of perfor-
mance. As the number of nodes in 
a GlusterFS cluster increases, so 
does the maximum data through-
put. What disqualified GlusterFS 
in the eyes of the testers was its 
very high administrative overhead 
and impractical scalability with 
mandatory downtime.
Lustre impressed in terms of 
performance, scalability, and con-
venient administration, but this 
solution also lacked robust repli-
cation at the time of implementa-
tion. Openfiler dropped out of the 
shortlist, because the system took 
several days to complete a rebuild 
of only 3TB of data. CloudStore 
was rejected by ADACOR because 
of a lack of stability. Only HDFS 

impressed across the board and 
most closely met the customer’s 
requirements.

Big Data:  
A Question of Flexibility
A myth that stubbornly persists in 
the IT industry is that big data is 
only usable or affordable for large 
enterprises. Midcaps almost all 
self-evidently and firmly believe 
you cannot even think about big 
data unless you have petabytes 
of data. Nothing could be further 
from the truth. Even if you “only” 
have datasets of 10 or 50TB, Ha-
doop is still a useful solution. Big 
data is not about a certain amount 
of data but about the lack of data 
structure.
Actually, the question is not 
whether a company qualifies for 
big data. Many companies face 
a very different challenge: a data 
management problem. A propri-
etary data warehouse will quickly 
reach the capacity limits of a 
single machine, which is how iso-
lated data silos initially emerged. 
If you want to gain actionable 
insights from data, you need a 
distributed cluster filesystem like 
HDFS, which grows with the re-
quirements, and a framework like 
Hadoop.
For midcaps, no factual or finan-
cial reasons exist for not using big 
data. Admittedly, the most vocal 
users of Hadoop include some 
of the biggest names in IT, social 
media, and the entertainment 
industry, including Amazon Web 
Services, AOL, Apple, eBay, Face-
book, Netflix, and HP. However, 
Hadoop 2.2.x is especially appeal-
ing for smaller companies with 
tight budgets: It is easy to pro-
gram, free, platform independent, 
and open source.
The biggest challenge to using 
Hadoop is by no means finan-

Figure 2: The media asset management platform of Austria’s Red Bull Media House GmbH is based 

on HDFS.
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cial; rather, it stems from a lack 
of know-how. The first step is 
to leverage the low-budget data 
processing capabilities and rug-
ged data protection with Hadoop. 
After the company has begun to 
reap the benefits of these cost 
reductions, it can then expand its 
own data analysis activities. Only 
at this stage does it make sense to 
employ data scientists to pursue 
more challenging questions using 
data analysis solutions based on 
Hadoop.

Next-Gen MapReduce

The changes in Hadoop 2.2.0 are 
profound and thoughtful. The 
innovations are based on modu-
larization of the engine. This bold 
step is designed to enrich the Ha-
doop ecosystem, adding plugins 
and other enhancements. It also 
promises additional flexibility for 
the Hadoop administrator. For 
example, the admin can already 
replace some built-in algorithms 
with external modules to benefit 
from extended functionality. This 

is true of, for example, shuffle and 
sort. These modules can be used 
in parallel and even combined 
with the built-in algorithms.
The key new features in version 
2.2.0 include the introduction 
of YARN (Yet Another Resource 
Negotiator) as an optional replace-
ment for MapReduce. MapRe-
duce in Hadoop 1.x (Figure 3) 
is not optimal for all workloads. 
It achieves its best performance 
where duties can be clearly dis-
tributed and parallelized. Many 
shortcomings of MapReduce are 
things of the past, however, fol-
lowing the introduction of YARN.
YARN is a development of MapRe-
duce version 2 (MRv2). YARN is 
based directly on HDFS and as-
sumes the role of a distributed 
operating system for resource 
management for big data applica-
tions (Figure 4). Thanks to YARN, 
you can use Hadoop 2.2.x to inter-
weave interactive workloads, real-
time workloads, and automated 
workloads (see the box “Big Data 
Applications with Support for 
YARN”) .

Additionally, YARN is backward-
compatible with MapReduce at 
the API level (hadoop-0.20.205); 
at the same time, it improves Ha-
doop’s compatibility with other 
projects by the Apache Software 
Foundation. If you insist on using 
the legacy version of MapReduce, 
you can now load it as a module. 
This should not be necessary, 
however, because MapReduce ap-
plications are binary-compatible 
between the two generations of 
Hadoop.
The most important change in 
YARN compared with the classic 
MapReduce is allocation of the 
two job tracker functions – re-
source management and time 
management/​workload monitor-
ing – to two separate daemons: 
the global ResourceManager (RM) 
and the job-specific Application-
Master (AM).
The ResourceManager comprises 
two components: the scheduler 
and the application manager. The 
scheduler is responsible for allo-
cating resources to different active 
applications but is not responsible 

Figure 3: Hadoop 1.x relies on hard partitioning of the existing resources in the cluster, which in turn results in less than optimal use of the available 

capacity. Jobs that could not be distributed by Map() and Reduce() ran accordingly slower.
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for monitoring the workloads. The 
scheduler takes into account both 
the resource requirements of indi-
vidual applications as well as the 
capacity limitations of the cluster.
In the current version, the sched-
uler, unfortunately, can only 
manage one resource: memory. 
In future versions of YARN, it will 
be possible to allocate CPU cy-
cles, storage, and network band-
width to the cluster’s individual 
applications.
Resources are allocated by parti-
tioning resource containers. These 
are virtual compute entities in a 
cluster node, and a node can pos-
sess several such containers. The 
application manager (the second 
basic component in the Resource-
Manager besides the scheduler) 
accepts workload orders. To do 
this, the application manager initi-
ates the process of setting up the 
first resource container for the 
ApplicationMaster and launches 
it (or reboots it after a crash). 
The application-specific Appli-
cationMaster requests the neces-

Figure 4: The architecture of Hadoop 2.x: Resource management by YARN is based on logical units of resource containers; requesting resources is now 

separated from the application logic.

Figure 5: Applications with support for YARN in Hadoop 2.x: MapReduce is now a module in 

userspace and is binary-compatible with legacy applications from Hadoop 1.x.

Big Data Applications with Support for YARN

A variety of applications can benefit 
from efficient resource management by 
YARN (Figure 5).
The list of YARN-optimized big data ap-
plications includes: Apache Giraph (visu-
alization); Apache Hama (BSP); Apache 
Hadoop MapReduce (batch processing); 
Apache Tez (batch and interactive jobs 
in RAM); Apache S4/​Samza/​Storm (real-

time processing of data streams); Apache 

Spark (iterative and interactive applica-

tions); Elastic Search; Cloudera Llama (a 

YARN implementation of Impala, a hybrid 

ad hoc query engine with support for the 

SQL dialect HiveQL); Data Torrent (data 

analysis); HOYA (HBase on YARN); and 

RedPoint (data management).
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sary resource containers from the 
scheduler (the scheduler is part of 
the ResourceManager) and begins 
to monitor them.
HDFS has two types of server or 
cluster nodes: NameNodes and 
DataNodes. NameNodes man-
age the metadata, and the actual 
data blocks are kept on the Data
Nodes. A separate NodeManager 
is responsible for each node in 
the cluster (i.e., each single ma-
chine). It monitors the use of 
container resources and reports 
the current activities of the re-
spective nodes to the Resource
Manager/​Scheduler.
The new architecture allows for 
significant cost savings (Figure 5). 
Yahoo estimates the improve-
ments achieved in node utilization 
to be 60 to 150 percent per day. 
Yahoo tested YARN with 365PB of 
data with 400,000 jobs on 40,000 
cluster nodes and a total computa-
tion time of 10 million hours. A 
high-availability implementation 
of the YARN ResourceManager is 
planned for a future release.

HDFS2

HDFS has always been considered 
reliable. During use at Yahoo on 
20,000 nodes in 10 clusters, HDFS 
errors were only responsible for 
the loss of 650 data blocks out 
of a total of 329 million in 2009. 
Since then, the Apache Founda-
tion has worked intensively on 
improving the reliability of HDFS.
Despite its reliability, HDFS in 
Hadoop v1 had a clear single 
point of failure: the NameNode, 
which is the control center for 
managing access to data via 
metadata. Although NameNodes 
were redundant, they could only 
be operated in an active/​passive 
node architecture. If an active 
NameNode failed, the administra-
tor had to adjust the configura-

tion manually. Thus, the failure 
of a single NameNode could 
potentially take down the whole 
HDFS; all active write processes 
and jobs in the queue were can-
celed with an error message.
The implementation of mission-
critical workloads that need to run 
interactively in real time was thus 
very problematic.
The Hadoop developers identified 
the problem and came up with 
a solution: the high-availability 
NameNode (HA NameNode). The 
HA NameNode waits on the bench 
and can step in when needed for 
the active NameNode. In Hadoop 
2.0, this failover can still only be 
triggered through manual inter-
vention by the Hadoop adminis-
trator.

HDFS Federation

To scale the name service hori-
zontally, Hadoop uses 2.2.0 Fed-
eration with several completely 
independent NameNodes and 
namespaces. The NameNodes 
remain independent by not coordi-
nating their work. All NameNodes 
independently access a common 
pool of DataNodes. Each of these 
DataNodes registers with all the 
NameNodes in the cluster, peri-
odically sending a heartbeat signal 
and block reports and accepting 
commands. An implementation 
of symlinks was planned for this 
release but canceled at the last 
minute.

HDFS Snapshots

Snapshots of the HDFS filesystem 
also make their debut in Hadoop 
2.x. These are non-writable copies 
of the filesystem that capture its 
state at a defined time (point-in-
time copies).
No DataNodes are copied for an 
HDFS snapshot. The snapshot 

only captures the list of data 
blocks and the size of the files. 
The process has no negative effect 
on other I/​O operations. Changes 
are recorded in reverse chronologi-
cal order, so the current data can 
be accessed directly. HDFS2 com-
putes the data status for the snap-
shot by subtracting changes from 
the current state of the filesystem.
The operation usually does not re-
quire any additional memory (un-
less writes occur in parallel). To 
allow snapshots, the administrator 
uses the following command with 
superuser privileges:

hdfs dfsadmin ‑allowSnapshot U

  <path‑to‑snapshot‑capable‑directory>

The directory tree in question can 
then be grabbed as a snapshot 
using the owner’s user rights, as 
follows:

hdfs dfs ‑createSnapshot U

  <path‑to‑snapshot‑capable‑directory>U

  [<snapshotName>]

Or, you can use the Java API.
To mark the path to the snap-
shots, the HDFS2 developers have 
created a .snapshot object. If this 
string appears in the HDFS filesys-
tem of your Hadoop installation, 
you must definitely rename the 
objects in question before upgrad-
ing; otherwise, the upgrade fails.

Distributions

An entire ecosystem of specialized 
solutions has emerged around Ha-
doop. Apache’s Hadoop distribu-
tion primarily addresses providers 
of big data tools that build their 
own (commercial) solutions. This 
category includes, among others, 
Cloudera, Hortonworks, IBM, SAP, 
and EMC.
For mission-critical use of Ha-
doop, a Hadoop distribution 
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with 24/7 support by a service 
provider such as Cloudera [5] 
or Hortonworks [6] can be ben-
eficial. However, these providers 
make you pay quite handsomely 
for this privilege. If you do not 
need a service-level agreement, 
you can instead choose the free 
versions of these distributions. 
Additionally, Hadoop distribu-
tions, such as Stratosphere by the 
Technical University of Berlin [7], 
have been specially created for 
small to mid-sized companies.

Stratosphere

Stratosphere combines easy instal-
lation with ease of use and high 
performance. The platform also 
scales to large clusters, uses mul-
ticore processors, and supports 
in-memory data processing. It also 
features advanced analytics func-
tionality and lets users program 
jobs in Java and Scala.
Stratosphere is developed under 
the leadership of Professor Volker 
Markl from TU Berlin’s Depart-
ment of Database Systems and 
Information Management (DIMA). 

Stratosphere runs both on-prem-
ises and in the cloud (e.g., on 
Amazon EC2).

Hadoop Services

Growth-oriented midcaps can 
choose from a wide range of 
Hadoop services. Amazon offers 
Elastic MapReduce (EMR) [8], 
an implementation of Hadoop 
with support for Hadoop 2.2 
and HBase 0.94.7, as well as the 
MapR M7, M5, and M3 Hadoop 
distributions by MapR Tech-
nologies [9]. The service targets 
companies, researchers, data ana-
lysts, and developers in the fields 
of web indexing, data mining, 
logfile analysis, machine learn-
ing, financial analysis, scientific 
simulation, and bioinformatics 
research.
For customers who want to imple-
ment HBase, Elastic MapReduce 
with M7 provides seamless splits 
without compression, immediate 
error recovery, timing recovery, 
full HA, mirroring, and consistent 
low latency. This version does in-
volve some additional costs, how-

ever. Google (with Compute En-
gine) and Microsoft (with Azure) 
have their own implementations 
of Hadoop.
Using Hadoop as a service in the 
cloud means less capital outlay 
on hardware and avoids delays in 
the deployment of infrastructure 
and other expenses. Amazon 
EMR is a good example because 
of its clear pricing structure. In 
EMR, you can only set up a Ha-
doop cluster temporarily so that it 
automatically dissolves after ana-
lyzing your data, thus avoiding 
additional charges. Prices start at 
US$ 0.015/hour per instance for 
the EMR service, plus the EC2 
costs for each instance of the 
selected type (from US$ 0.06 per 
instance), which are also billed 
on an hourly basis.
Thus, you would pay US$ 1.50 
for one hour with 100 instances 
for Hadoop (100 x US$ 0.015) 
and up to US$ 6.00 for up to 100 
instances that run on demand 
(100 x US$ 0.06). The bottom line 
is that you are billed for US$ 7.50 
per hour for 100 small instances. 
To keep costs down even further, 
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you could reserve these instances 
for up to three years.

Numbering

Hadoop developers have not done 
themselves any favors with their 
choice of version numbers. If 
you identify remarkable develop-
ment steps with a version number 
change in the second decimal place 
(e.g., from version 0.20 to version 
0.23), do not be surprised if users 
take little note of your progress.

Version 0.20 designates the 
first generation Hadoop (v1.0, 
Figure 6). Whenever you hear 
people refer to the 0.23 branch 
(Figure 7), they are talking about 
Hadoop 2.2.x. The version num-
ber 2.2.0 refers to the first release 
of the second generation with gen-
eral availability.
An enterprise-class product that 
has proven itself in the tough 
big data daily grind for years 
should have earned a higher 
version number. The seemingly 
minimal generation leap to ver-
sion 2.2.0 does little justice to the 
significantly advanced maturity 
of Hadoop; however, the hesitant 
numbering does not detract from 
the quality of Hadoop.
The growing importance of Ha-
doop is evidenced by the many 
prominent providers that are adapt-
ing their commercial solutions for 
Hadoop. SAP sells the Intel distri-
bution and the Hortonworks Data 
Platform for Hadoop. SAP Hana, a 
data analysis platform for big data, 
seamlessly integrates with Hadoop. 
DataStax provides a distribution 
of Hadoop and Solr with its own 
NoSQL solution, DataStax Enter-
prise. Users of DataStax Enterprise 
use Hadoop for data processing, 

Apache Cassandra as a database 
for transactional data, and the 
Solr search engine for distributed 
searching. Incidentally, Cassandra 
lets you run Hadoop MapReduce 
jobs on a Cassandra cluster.

Conclusions

After four years of development, 
Hadoop 2.2.0 surprises its users 
with some groundbreaking innova-
tions. Thanks to its modularity and 
HA HDFS, the Apache Foundation 
has succeeded in keeping ahead of 
the field and even extended its lead.
Because of its significantly im-
proved management of workloads, 
Hadoop has become much more 
attractive for midcaps. Large com-
panies have always been able to 
tailor additional needed functions, 
whereas painstaking development 
has always overtasked the mid-
caps. This situation has now finally 
changed with Hadoop 2.2.0.	 n
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Figure 7: Hadoop 2.x stack with Apache Tez: performance improvements with data processing in 

cluster memory.

Figure 6: Just for comparison’s sake: In Hadoop 

1.x, all applications were dependent on the use of 

MapReduce.
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Apache Hadoop [1] has been 
generating a lot of headlines 
lately. For those who are not 
aware, Hadoop is an open source 
project that provides a distributed 
filesystem and MapReduce frame-
work for massive amounts of 
data. The primary hardware used 
for Hadoop comprises clusters of 
commodity servers. File sizes can 
easily be in the petabyte range 

and use hundreds or thousands 
of compute servers.
Hadoop also has many compo-
nents that live on top of the core 
Hadoop filesystem (HDFS) and 
MapReduce mechanism. Interest-
ingly, high-
per-

formance computing (HPC) and 
Hadoop clusters share some 
features, but how much crossover 
you will see between the two dis-
ciplines depends on the applica-
tion. Hadoop’s strengths lie in the 

sheer size of data it can 
process and its 

high redun-
dancy 

and 

Hadoop has been growing clusters in data centers at a rapid pace. Is Hadoop the new corporate high-
performance computing? By Douglas Eadline
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toleration of node failures without 
halting user jobs.
Many organizations use Hadoop 
on a daily basis, including Ya-
hoo!, Facebook, American Air-
lines, eBay, and others. Hadoop 
is designed to allow users to 
manipulate large unstructured or 
unrelated data sets. It is not in-
tended to be a replacement for a 
relational database management 
system (RDMS). For example, 
Hadoop can be used to scan we-
blogs, online transaction data, 
or web content, all of which are 
growing each year.

MapReduce

To many HPC users, MapReduce 
is a methodology used by Google 
to process large amounts of web 
data. Indeed, the now famous 
Google MapReduce paper [2] was 
the inspiration for Hadoop.
The MapReduce idea is quite 
simple and, when used in parallel, 
can provide extremely powerful 
search and compute capabili-
ties. Two major steps constitute 
the MapReduce process. If you 
have not figured it out, they are 
the “Map” step followed by a 
“Reduce” step. Some people are 
surprised to learn that mapping 
is done all the time in the *nix 
world. For example, consider:

grep "the" file.txt

In this simple example, I am 
“mapping” all the occurrences, 
by line, of the word “the” in a 
text file. Although the task seems 
somewhat trivial, suppose the file 
was 1TB. How could I speed up 
the mapping step? The answer 
is also simple: Break the file into 
chunks and put a different chunk 
on a separate computer. The re-
sults can be combined when the 
job is finished because the map 

step has no dependencies. The 
popular mpiBLAST tool takes the 
same approach by breaking the 
human genome file into chunks 
and performing “BLAST” mapping 
on separate cluster nodes.
Suppose you want to calculate 
the total number of lines contain-
ing “the”; a simple approach is 
to pipe the results into wc (word 
count):

grep "the" file.txt | wc ‑l

You have just introduced a “Re-
duce” step. For the large-file paral-
lel mode, each computer would 
perform this step (grep and wc) 
and send the count to the mas-
ter node. That, in a nutshell, is 
how MapReduce works, with, of 
course, a few more details, like 
key-value pairs and “the shuffle.” 
But, for the purposes of this dis-
cussion, MapReduce can be that 
simple.
With Hadoop, large files are 
placed in HDFS, which automati-
cally breaks the file into chunks 
and spreads them across the 
cluster (usually in a redundant 
fashion). In this way, paralleliz-
ing the Map process is trivial; all 
that needs to happen is to place 
a separate Map process on each 
node with the file chunk. The 
results are then sent to Reduce 
processes, which also run on 
the cluster. As you can imagine, 
large files produce large amounts 
of intermediate data; thus, mul-
tiple reducers help keep things 
moving. Several aspects to the 
MapReduce process are worth 
noting:
n � MapReduce can be transpar-

ently scalable. The user does 
not need to manage data 
placement or the number of 
nodes used for their job. The 
underlying hardware has no 
dependencies.

n � Data flow is highly defined and 
in one direction from the Map 
to the Reduce, with no commu-
nication between independent 
mapper or reducer processes.

n � Because processing is inde-
pendent, failover is trivial. A 
failed process can be restarted, 
provided that the underlying 
filesystem is redundant – like 
HDFS.

MapReduce, while powerful, does 
not fit all problem types. To un-
derstand the difference between 
Hadoop and a typical HPC cluster, 
I’ll compare several aspects of 
both systems.

Hardware

Many modern HPC clusters and 
Hadoop clusters use commodity 
hardware, comprising primar-
ily x86-based servers. Hadoop 
clusters usually include a large 
amount of local disk space (used 
for HDFS nodes), whereas many 
HPC clusters rely on NFS or a 
parallel filesystem for cluster-wide 
storage. 
HPC uses diskless and diskful 
nodes, but in terms of data stor-
age, a separate group of hard-
ware is often used for global file 
storage. HDFS daemons run on 
all nodes and store data chunks 
locally. It does not support the 
POSIX standard. Hadoop is de-
signed to move the computation 
to the data; thus, HDFS must be 
distributed throughout the cluster.
In terms of networking, Hadoop 
clusters almost exclusively use 
gigabit Ethernet (GigE). As the 
price continues to fall, newer 
systems are starting to adopt 
10GigE. Although, there are many 
GigE and 10GigE HPC clusters, 
InfiniBand is often the preferred 
network.
Many new HPC clusters are us-
ing some form of acceleration 
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hardware on the nodes. These ad-
ditions are primarily from NVidia 
(Kepler) and Intel (Phi). They re-
quire additional programming (in 
some cases) and can provide sub-
stantial speed increases for certain 
applications.

Resource Scheduling

One of the biggest differences be-
tween Hadoop and HPC systems 
is resource management. HPC 
requires fine-grained control of 
which resources (cores, accel-
erators, memory, time, etc.) are 
given to users. These resources 
are scheduled with tools like Grid 
Engine, Moab, LoadLeveler, and 
the like. Hadoop has an integrated 
scheduler consisting of a master 
JobTracker, which communicates 
with TaskTrackers on the nodes. 
All MapReduce work is supervised 
by the JobTracker. No other job 
types are supported in Hadoop 
(version 1).
One interesting difference be-
tween an HPC resource scheduler 
and the Hadoop TaskTracker is 
fault tolerance. HPC schedul-
ers can detect down nodes and 
reschedule jobs (as an option), 
but if the job has not been check-
pointing, it must start from the 
beginning. Hadoop, because of 
the nature of the MapReduce 
algorithm, can manage failure 
through the JobTracker.
Because the Task Tracker is aware 
of job placement and data loca-
tion, a failed node (or even a rack 
of nodes) can be managed at run 
time. Thus, when an HDFS node 
fails, the JobTracker can reassign a 
task to a node where a redundant 
copy of the data exists. Similarly, 
if a Map or Reduce process fails, 
the job can be restarted on a new 
node.
The next-generation scheduler 
for Hadoop is called YARN (Yet 

Another Resource Negotiator) 
and offers better scalability and 
more fine-grained control over 
job scheduling. Users can request 
“containers” for MapReduce and 
other jobs (possibly MPI), which 
are managed by individual per-job 
Application Masters. With YARN, 
the Hadoop scheduler starts to 
look like other resource manag-
ers; however, it will be backward 
compatible with many higher level 
Hadoop tools.

Programming

One of the big differences be-
tween Hadoop and HPC involves 
programming models. Most HPC 
applications are written in Fortran, 
C, or C++, with the aid of MPI li-
braries, as well as CUDA-based ap-
plications and those optimized for 
Intel Phi. The responsibility of the 
user is actually quite large.
Application authors must manage 
communications, I/​O, synchroni-
zation, debugging, and possibly 
checkpointing/​restart operations. 
These tasks can be difficult to 
get right and can take significant 
time to implement correctly and 
efficiently.
Hadoop, by offering the MapRe-
duce paradigm, only requires the 
user to create a Map step and a 
Reduce step (and possibly some 
others, i.e., a combiner). These 
tasks are devoid of all the minu-
tiae of HPC programming. Users 
only need concern themselves 
with these two tasks, which can 
be debugged and tested easily us-
ing small files on a single system. 
Hadoop also presents a single-
namespace parallel filesystem 
(HDFS) to the user. Hadoop was 
written in Java and has a low-level 
interface to write and run MapRe-
duce applications, but it also sup-
ports an interface (Streams) that 
allows mappers and reducers to 

be written in any language. Above 
these language interfaces sit many 
high-level tools, such as Apache 
Pig, a scripting language for Ha-
doop MapReduce, and Apache 
Hive, an SQL-like interface to 
Hadoop MapReduce. Many us-
ers operate using these and other 
higher level tools and might never 
actually write mappers and reduc-
ers. This situation is analogous 
to application users in HPC that 
never write MPI code.

Parallel Computing Model

MapReduce can be classified as a 
single-instruction, multiple-data 
(SIMD) problem. Indeed, the map 
step is highly scalable because the 
same instructions are carried out 
over all data. Parallelism arises 
by breaking the data into inde-
pendent parts with no forward 
or backward dependencies (side 
effects) within a Map step; that is, 
the Map step may not change any 
data (even its own). The Reduce 
step is similar, in that it applies 
the same reduction process to a 
different set of data (the results of 
the Map step).
In general, the MapReduce model 
provides a functional, rather than 
procedural, programming model. 
Similar to a functional language, 
MapReduce cannot change the 
input data as part of the mapper 
or reducer process, which is usu-
ally a large file. Such restrictions 
can at first be seen as inefficient; 
however, the lack of side effects 
allows for easy scalability and re-
dundancy.
An HPC cluster, on the other 
hand, can run SIMD and MIMD 
(multiple-instruction, multiple-
data) jobs. The programmer deter-
mines how to execute the parallel 
algorithm. As noted above, this 
added flexibility comes with ad-
dition responsibilities. Users, 
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however, are not restricted when 
creating their own MapReduce ap-
plication within the framework of 
a typical HPC cluster.

Big Data Needs  
Big Solutions
Without a doubt, Hadoop is use-
ful when analyzing very large 
data files. HPC has no shortage 
of “big data” files, and Hadoop 
has seen crossover into some 
technical computing areas: 
BioPig [3] extends Apache Pig 
with sequence analysis capabil-
ity, and MR-MSPolygraph [4] is a 
MapReduce implementation of a 
hybrid spectral library/​database 
search method for large-scale 
peptide identification. Results 
show that, relative to the serial 

version, MR-MSPolygraph re-
duces the time to solution from 
weeks to hours when processing 
tens of thousands of experimen-
tal spectra. Other applications 
include protein sequencing and 
linear algebra.
Provided your problem fits into the 
MapReduce framework, Hadoop is 
a powerful way to operate on stag-
geringly large data sets. Because 
both the Map and Reduce steps 
are user defined, highly complex 
operations can be encapsulated in 
these steps. Indeed, you encounter 
no hard requirements for a reducer 
step if all your work can be done 
in the mapping step.
The growth of Hadoop and the 
hardware on which it runs has 
been increasing. Certainly it can 
be seen as a subset of HPC, of-

fering a single yet powerful al-
gorithm that has been optimized 
for a large number of commodity 
servers, with some crossover 
even into technical computing 
that could see further growth. 
Many companies are finding 
Hadoop to be the new corporate 
HPC for big data.	 n
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The Big Data world has heard con-
tinued news about the introduction 
of Apache Hadoop YARN [1]. YARN 
is an acronym for “Yet Another Re-
source Negotiator” and represents 
a major change in the design of 
Apache Hadoop. Although most 
HPC users might believe they don’t 
need another scheduler or support 
for big data MapReduce problems, 
the continued growth of YARN may 
change that opinion. If anything, 
YARN could represent a bridge be-
tween traditional HPC and the Big 
Data world.
Hadoop offers an ecosystem of 
tools and applications based on 
the data-parallel MapReduce 
paradigm: MapReduce jobs can 

operate on very large files using 
the Hadoop parallel filesystem 
(HDFS). As opposed to many 
HPC clusters, in which storage 
and compute are done on sepa-
rate servers, Hadoop combines 
the two processes and attempts 
to move computation to serv-
ers that contain the appropriate 
data. Although MapReduce has 
been shown to be very power-
ful, the ability to operate on data 
stored within HDFS using other 
non-MapReduce algorithms has 
long been a goal of the Hadoop 
developers. Indeed, YARN now of-
fers new processing frameworks, 
including MPI, as part of the Ha-
doop infrastructure.

Please note that existing “well 
oiled” HPC clusters and software 
are under no threat from YARN. 
Later, I’ll cover some fundamental 
design differences that define dif-
ferent use cases for YARN and tra-
ditional HPC schedulers (SLURM, 
Grid Engine, Moab, PBS, etc.) On 
the other hand, YARN does offer 
the exciting possibility of bringing 
HPC methods, ideas, and perfor-
mance to the vast stores of insti-
tutional data sitting in HDFS (and 
other parallel filesystems).

Hadoop 101

Although Apache Hadoop version-
ing can be a bit confusing, the ©
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most recent version (as of Octo-
ber 18, 2014) of Hadoop YARN is 
v2.5.1. The last Hadoop version 
1 (without YARN), available as 
release 1.2.1, was released Au-
gust 1, 2013. Some other Hadoop 
releases could cause confusion 
when you’re ready to download, 
but in general, the 0.20.X branch 
(last released in October 2011) is 
version 1, and the 0.23.X branch 
(last release in June 2014) is ver-
sion 2 [2].
To understand what YARN is 
and why it is needed, some 
background on Hadoop could be 
helpful. A discussion on Hadoop, 
MapReduce, and YARN from an 
HPC perspective were discussed in 
the previous article.
Version 1 of Hadoop has two core 
components. The first is HDFS, 
which is part of all Hadoop distri-
butions. Note, however, that HDFS 
is not explicitly tied to Hadoop 
and can, in theory, be used by 
other applications in a serial or 
parallel fashion. The second com-
ponent is the monolithic MapRe-
duce process, which contains both 
the resource management and the 
data processing elements needed 
for parallel execution. The Hadoop 
Version 1 MapReduce process is 
shown in Figure 1.

A master process called the Job-
Tracker is the central scheduler for 
all MapReduce jobs in the cluster 
and is similar to the master dae-
mon of an HPC scheduler (e.g., 
sge_qmaster in Grid Engine or pbs_
server in Torque). Nodes have a 
TaskTracker process that manages 
tasks on the individual nodes. The 
TaskTrackers, which are similar 
to node daemons in HPC clusters 
(e.g., sge_execd in Grid Engine or 
pbs_mom in Torque) communicate 
with and are controlled by the 
JobTracker. Similar to most re-
source managers, the JobTracker 
has two pluggable scheduler mod-
ules: Capacity and Fair.
The JobTracker is responsible 
for managing the TaskTrackers 
on worker server nodes, track-
ing resource consumption and 
availability, scheduling individual 
job tasks, tracking progress, and 
providing fault tolerance for tasks. 
Similar to many HPC nodes, the 
TaskTracker is directed by the 
JobTracker and is responsible for 
launch and teardown of jobs and 
provides task status information 
to the JobTracker. The TaskTrack-
ers also communicate through 
heartbeats to the JobTracker: If 
the JobTracker does not receive a 
heartbeat from a TaskTracker, it 

assumes it has 
failed and takes 
appropriate 
action (e.g., re-
starts jobs).
One key feature 
of Hadoop is 
the use of a 
simple redun-
dancy model. 
Most Hadoop 
clusters are 
constructed 
from commod-
ity hardware 
(x86 servers, 
Ethernet, and 

hard drives). Hardware is as-
sumed to fail and thus processing 
and storage redundancy are part 
of the top-level Hadoop design. 
Because the MapReduce process 
is “functional” in nature, data can 
only move in one direction. For 
instance, input files cannot be 
altered as part of the MapReduce 
process. This restriction allows 
for a very simple computation 
redundancy model in which dead 
processes on failed nodes can be 
restarted on other servers with no 
loss of results (execution time may 
be extended, however). Moreover, 
HDFS can be configured easily 
with enough redundancy so that 
losing a node or rack of nodes 
will not result in job failure or 
data loss. This “non-stop design” 
has been a hallmark of Hadoop 
clusters and is very different from 
most HPC systems that accept the 
occasional hardware failure and 
subsequent job termination.
The monolithic MapReduce design 
is not without issues, however. As 
Hadoop clusters have grown in 
size, pressure on the JobTracker 
increases with regard to scalabil-
ity, cluster utilization, system up-
grades, and support for workloads 
other than MapReduce. These 
issues have been the rationale for 
Yet Another Resource Negotiator 
for Hadoop clusters.

YARN Framework 
Architecture
When designing YARN, the ob-
vious change was to separate 
resource management from data 
processing. That is, MapReduce 
had to be decoupled from work-
load management. As part of the 
decoupling, it would also be pos-
sible to create other data process-
ing frameworks that could run on 
Hadoop clusters. These changes, 
from Hadoop version 1 to Hadoop 

Figure 1: Hadoop version 1 MapReduce architecture (courtesy Apache 

Hadoop).
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version 2, are shown in Figure 2.
MapReduce has now become 
“just another framework” that is 
managed by YARN. Great effort, 
however, has gone into keeping 
the YARN MapReduce functional-
ity backward compatible with 
existing Hadoop version 1 MapRe-
duce jobs. Existing MapReduce 
programs and applications, such 
as Pig and Hive, will continue to 
run under YARN without any code 
changes. Also note that HDFS 
remains an “independent” core 
component and can be used by 
either Hadoop version 1 or ver-
sion 2. HDFS 2.0 was released 
in October 2013, after this article 
was originally written, with the 
introduction of “a slew of major 
features” [3].
The job of YARN is scheduling 
jobs on a Hadoop cluster. Break-
ing out scheduling from data pro-
cessing required a more complex 
relationship between jobs and 
servers. As such, YARN introduces 
a number of new components: a 
ResourceManager, an Application-
Master, application Containers, 
and NodeManagers. The Resource-
Manager is a pure scheduler. Its 
sole purpose is to manage avail-
able resources among multiple ap-
plications on the cluster. As with 
version 1, both Fair and Capacity 
scheduling options are available.
The ApplicationMaster is responsi-
ble for accepting job submissions, 

negotiating resource Containers 
from the ResourceManager, and 
tracking progress. Application-
Masters are specific to and written 
for each type of application. For 
example, YARN includes a distrib-
uted shell framework that runs a 
shell script on multiple nodes on 
the cluster. The ApplicationMas-
ter also provides the service for 
restarting the ApplicationMaster 
Container on failure.
ApplicationMasters request and 
manage Containers, which grant 
rights to an application to use 
a specific amount of resources 
(memory, CPU, etc.) on a specific 
host. The idea is similar to a re-
source slot in an HPC scheduler. 
The ApplicationMaster, once given 
resources by the ResourceMan-
ager, contacts the NodeManager 
to start individual tasks. For ex-
ample, using 
the MapReduce 
framework, 
these tasks 
would be map-
per and reducer 
processes. In 
other frame-
works, the 
tasks are differ-
ent.
The NodeMan-
ager is the per-
machine frame-
work agent that 
is responsible 

for Containers, monitoring their 
resource usage (CPU, memory, 
disk, network), and reporting back 
to the ResourceManager.
Figure 3 shows the various com-
ponents of the new YARN design, 
with two ApplicationMasters run-
ning within the cluster, one of 
which has three Containers (the 
red client) and one that has one 
Container (the purple client). Note 
that the ApplicationMasters run 
on cluster nodes and not as part 
of the ResourceManager, thus re-
ducing the pressure on a central 
scheduler. Also, because Applica-
tionMasters have dynamic control 
of Containers, cluster utilization 
can be improved.
YARN supports a very general re-
source model. User applications, 
through the ApplicationMaster, 
can request resources with spe-
cific requirements, such as the 
amount of memory, number of 
cores (and type), and specific 
hostnames, racknames, and possi-
bly more complex network topolo-
gies. Eventually support for disk/​
network I/​O, GPUs, and other re-
sources will be provided as well.
In addition to better scalability, 
utilization, and user agility, the 
design of YARN has introduced 
the possibility of multiple frame-
works that go beyond MapReduce. 

Figure 2: Hadoop version 2 splits the scheduling and data processing tasks.

Figure 3: Hadoop version 2, YARN architecture (courtesy Apache Hadoop).
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As mentioned, MPI is a logical 
choice for such a framework; oth-
ers include Apache Giraph [4], 
Spark [5], Tez [6], Hadoop Dis-
tributed Shell, and others that are 
under development.

MPI and YARN

The prospect of running MPI 
jobs under YARN is an enticing 
proposition. As mentioned, the 
vast stores of data now living in 
HDFS can be accessed by non-
MapReduce applications like those 
written in MPI. (Please note, how-
ever, that the intimate interface of 
MapReduce to HDFS is part of the 
MapReduce framework, is not au-
tomatic in other frameworks, and 
must be managed by the user’s 
application.)
The prospect of running Open 
MPI under YARN [7] has been 
investigated by Ralph H. Castain 
of the Open MPI team. YARN was 
compared with the SLURM HPC 
scheduler as a platform for run-
ning Open MPI applications. The 
results heavily favored SLURM 
because of some of the fundamen-
tal design differences between the 
two approaches to cluster resource 
utilization.
Hadoop is designed around heart-
beat communication between 
nodes. Unlike most HPC sched-
ulers, there is no global status 
information on nodes. All status 
and task assignment is done via 
the heartbeat connections, which 
occur 200 times a second. This 
design also forces N linear launch 
scaling, whereas SLURM has log 
N launch scalability, resulting in 
much faster start-up times (N be-
ing the number of nodes). YARN 
has no internode communication 
on start-up, which precludes col-
lective communication for wire-up 
exchange. Additionally, Hadoop 
clusters are exclusively Ethernet 

based with no support for native 
InfiniBand communication.
Because of these issues, the MR+ 
(MapReduce Plus) project was 
started as a way to bring the 
Hadoop MapReduce classes to 
general-purpose HPC clusters. 
In essence, MR+ is designed to 
eliminate YARN altogether and 
use existing HPC resource man-
agers to launch and run parallel 
MapReduce jobs using an MPI 
framework. MR+, although still 
under development, provides an 
effective way for existing HPC 
clusters to integrate Hadoop 
MapReduce with other traditional 
HPC applications.
The YARN heartbeat design, while 
inefficient for large-scale start-up, 
has a distinct advantage in terms 
of hardware failure and job re-
covery. Recall that in the Hadoop 
MapReduce design, node failure 
is expected and managed in real 
time – jobs do not stop. Recovery 
in Open MPI and SLURM envi-
ronments is not as easy because 
global state information and co-
ordinated action are needed to re-
spond to failures. Thus, a trade-off 
between easy failure recovery and 
performance separates the two ap-
proaches. Recall that Hadoop clus-
ters have combined nodes that are 
used for both the filesystem (i.e., 
HDFS) and processing (e.g., YARN 
frameworks); thus, it requires a 
cleaner failure model than most 
HPC clusters in which filesystem 
hardware is separate from compu-
tation hardware.

An Invitation

YARN brings exciting capabilities 
to Big Data clusters. In particular, 
the prospect of running MPI appli-
cations on a Hadoop cluster could 
open up a whole new mode of 
Big Data processing. To be clear, 
YARN is not intended as a replace-

ment for existing HPC clusters, 
where entrenched, or where ma-
ture resource managers meet the 
needs of current technical com-
puting users. YARN can be viewed 
as an invitation to bring many of 
the skills and lessons learned in 
the MPI HPC world to the ever-
growing world of Big Data.
If you are interested in testing 
YARN or learning more, you can 
visit the official Apache Hadoop 
YARN site [8] or download a 
free eBook, Apache Hadoop 
YARN: Moving Beyond MapRe-
duce and Batch Processing with 
Apache Hadoop 2 [9]. If you 
look closely, you may recognize 
one of the authors.	 n
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ADMIN Magazine: You were re-
cently name Chief Technologist 
of Data at Rackspace. Databases 
have traditionally been a thorny 
issue for cloud companies. What 
is Rackspace’s approach to data-
bases?

Kenny Gorman: I am very hum-
bled and excited in this new role 
for sure. Rackspace has great data 
offerings today, but the data land-
scape is changing fast. We must 
help customers succeed in this 
next era of data-oriented applica-
tions. Data is at the heart of appli-
cations these days. If a customer 
isn’t using data to have an edge, 
they are behind. Data is a core 
component in ensuring companies 
are more competitive, apps are 
more engaging, or customers are 
responded to better.
The data landscape is such that 
companies often need help to 
get running and stay running. In 
addition to conventional host-
ing, we offer a range of support 
services, architecture design, and 
even help with simple tasks like 
writing automation scripts. We 

support both public and private 
clouds and provide everything 
from raw infrastructure to fully 
managed cloud environments. 
And we have tailored our offer-
ings to support both small and 
large businesses.

AM: A big announcement this 
week was Rackspace Cloud Big 
Data OnMetal. Could you tell us a 
little about what Big Data onMetal 
is and how you think it will be 
used?

KG: The new Big Data OnMetal 
service will allow users to deploy 
dedicated on-metal instances of 
Hadoop or Spark in three clicks. I 
think customers who have high-
performance requirements for 
Spark will love this offering. The 
combination of Spark 1.1 and 
onMetal servers is a great match. 
The value of the onMetal offering 
is quite good: lots of performance 
for a good price. Ultimately, the 
value statement for Spark is to 
help customers gain insight into 
their data to please customers, be 
more competitive, or save costs.

AM: What are the advantages 
of Rackspace Cloud Big Data 
OnMetal, as opposed to a multi-
tenant cloud environment?

KG: The primary benefit of an 
onMetal configuration is per-
formance. The customer gets 
a larger memory footprint and 
a massive amount of I/O. The 
I/O subsystem is all PCIE flash 
(LSI Warp Drives). The server is 
provisioned via OpenStack, just 
like any other cloud server. But 
in this case the customer gets a 
bare metal OpenCompute-based 
Linux server packed with PCIE 
flash storage. Because it’s single 
tenant, there isn’t any additional 
software layer required, and thus 
100 percent of the bare metal 
performance is exposed to the 
calling application: in this case 
Spark. I have spent quite some 
time benchmarking these servers 
for various database workloads, 
including PostgreSQL and Mon-
goDB/​TokuMX, and I have to say 
the Rackspace onMetal team has 
done a great job; these things are 
blazing fast.

Rackspace’s Kenny Gorman talks about  
the new era of data in the cloud

Data Time
Rackspace founded the OpenStack project in 2010, and the company is still a leading voice in the hosting 
and cloud community. We talked to Rackspace Chief Technologist Kenny Gorman about what Rackspace 
is doing to integrate database services and the Big Data revolution with the cloud environment.
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AM: You’re one of the founders 
of ObjectRocket. What is Object
Rocket, and how does it fit in with 
the big picture of Rackspace and 
the cloud?

KG: ObjectRocket is a premium 
NoSQL database as a service plat-
form. We started ObjectRocket 
because we felt there was a whole 
class of MongoDB users not get-
ting premium performance and 
premium support. We felt both 
these components were key for 
customers to be successful with 
MongoDB. We ended up build-
ing out our own hardware stack, 
all based on Solid State Disk. 
We built in AWS Direct Connect 
so customers with apps on AWS 
could access our back-end data-
base with low latency and without 
charges. Today ObjectRocket still 
has this same philosophy, but 
with updates across the board 
and support for other NoSQL 
databases like Redis. Plus, we 
now have a staff of some of the 
most talented folks I have ever 
met. These philosophies of best 
in breed components with top tal-
ent for support is perfectly in line 
with Rackspace.

AM: Why MongoDB?

KG: MongoDB is a widely ac-
cepted and popular document-
based data store. It’s great for 
developers to use because they 
can write and read data records in 
a way that closely matches how 
they model data in modern ap-
plications (JSON). MongoDB has 
tons of native drivers for almost 
any language, and it makes it very 
easy to get started and helps time 
to market when building applica-
tions. One elegant design pattern 
in MongoDB is that not only is the 
data being returned in JSON for-
mat, but so are the arguments to 

the queries being run. The drivers 
serialize the results right into na-
tive data structures. For instance, 
in Python, data is returned right 
into native dictionaries. It’s a slick 
and wonderful way to interact 
with data.

AM: How does ObjectRocket fit 
with Hadoop?

KG: ObjectRocket is more than 
just MongoDB these days, it’s 
Redis, MySQL, and Hadoop. 
MongoDB itself and Hadoop are 
a nice pair. They work nicely to-
gether when, say, an application 
needs to perform a large analytic 
query in Hadoop to build a data-
set of purchase recommendations 
based on historical trends in a de-
mographic; then, that dataset can 
be stored in MongoDB beside the 
rest of the online application and 
display those recommendations 
within the regular application 
workflow. Those recommenda-
tions can be periodically updated 
using the Hadoop cluster. The 
MongoDB database can focus to-
wards the online app and not be 
burdened with the tough analytic 
query crunching. They work great 
together.

AM: Could you describe a real-
world scenario showing how this 
technology would be used? What 
is an example of a problem or 
situation where a company would 
want to use ObjectRocket and the 
tools that surround it?

KG: Sure. We see it all the time. 
Customers want to focus on 
compelling applications, they 
don’t want to have to be a DBA 
or know every little nuance of a 
database system. They just want 
the database to work, and if there 
is a problem or they have design 
questions, they want to be able to 

get some help. Some of the most 
interesting applications are iOS 
or Andriod apps where the engi-
neering team wants to focus on 
an amazing customer experience 
and let ObjectRocket/​Rackspace 
handle the details of running the 
database. MapMyFitness (fitness) 
and Untappd (beer) are two cus-
tomers who use our services for 
just this reason.

AM: Where do you see all this go-
ing? Where does Rackspace want 
to be in five years? Which technol-
ogies will be important, and what 
will your customers be doing then 
that they can’t do now?

KG: Data is growing, everyone 
says that, but not everyone is 
ready for it. To remain com-
petitive – heck, to remain in 
business – customers must uti-
lize all the data at their disposal. 
They must collect the right data, 
smartly clean and transform the 
data, and ensure they ultimately 
gain insights from that data. 
Otherwise they are behind. The 
database offerings at Rackspace 
are uniquely positioned to help 
customers make the most out of 
this data. Rackspace is the only 
vendor who not only has cutting 
edge technologies, but also backs 
it up with Fanatical Support. This 
stuff is complicated, and Rack-
space has the unique culture that 
ensures customers are successful. 
I am very proud of that fact.
If you are a data geek like me, the 
next few years are likely to be the 
most exciting of our lives. Tech-
nologies are rapidly changing to 
meet new data needs. Data itself 
is more recognized as a key busi-
ness asset than previously. It’s all 
adding up to a space where Rack-
space is going to lead, not follow. 
I am excited to be a small part of 
that.	 n
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